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Importance of Question Answer Generation
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7| KOREA

UNIVERSITY




Introduction

Importance of Question Answer Generation

- Q0|22 S &Ect HO|HM 4 ds Soff HOo|EAE S&0t0 &8
« AHEO| 2 HIOIH A E Y-JoHX] Eot B[S £€ & US (human-labeled data)

« S Ho|HME E8o10] £ =0 Q10) Chet 022 22 2|+ 22BS o5 s

s T TEEEEET ~ s
/ - \
| | Question 1 | :
- : | Answer 1 | |:>
[ |
Technotes . .| Question2 | :
I:> QA Generation I:> I | Answer 2 | I
Models : , !
: | Queston3 | :
|~ L Answerd |
u | |
I . I
\ ) /
S e e e e e e e e
HH FAM Ho|-SH dd 2 A= Ho|-SH HO|EHA

0 BARES



Question Answer Generation

An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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e 2o|-SH Yd YHE
- o EM, 28, E, 220| = o JEf2| H|O]EA0] oM st 7ts
. £ PUe EENoR ST
Pipeline QAG

[ Paragraph ]
1

[

\
{ Sentence }{ Sentence }{ Sentence }

, !

4 \4

\4

Answer Extractor Model

|
Answer

v

|
Answer

v

Question Generation Model

v v

Question Question

|
Answer

v

v

Question

2. Sub task 1: Answer Extraction
+ Answer Extraction Model (P,,)= &2 A (02
/ 23} 0] FOIRS [f BHE 25 (S A4

a = argmax F(alc,s)

3. Sub task 2: Question Generation

Question Generation Model (B,;)= &t

H ZA 02t
| >
CH S H @7t OIS I EE ) dd

S arggnax Ry4(alc,s,a)

RN



Question Answer Generation

An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)

< Multitask Z2|-SH ‘48 YEE

o Pipeline 22|-3& 49 =0 20| 27tX| 512 APz BHZ ot

>\l

Multitask QAG

[ Paragraph ]

|
[ |

[ Sentence }{ Sentence }{ Sentence J

A\ 4 A\ 4 A\ 4

[ Multitask QAG ]
| | |
Answer Answer Answer
¥ ¥ ¥
[ Multitask QAG ]
v v v
Question Question Question

-

O| O|-'—| o|.|_|.o| EE—IIO |:|. II-% '6#% FA Iog |:||A-||7<X-I

-

2 H|o|E| =H|
AERl QG EH 0| AF22 G|O|E 44

O C S5
NE=0E Sot

EfA3 F2S fIet prefix F7t

7} xtolg TE| 9o 2 Has
LIEFLHS prefix 27}

AE ZH: “extract answer”, QG %} 2!: “generate question”

0| Bi~3E

E21 Iy
DHO| 2} yr=0ict 239|2 Ho|H 4B 3 S
2} Q12(0] Ui prefix2 So SHBHOFE K] T2

KOREA

82/ UNIVERSITY



Question Answer Generation

An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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Question Answer Generation

An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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Question Answer Generation

An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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Figure 2: Downsampled (equal-sized) SQuADShifts QA evaluation results (/' score with 95% confidence interval)
for TS5 arge multitask/pipeline/end2end and BART] srgg pipeline, compared with the original result of each model
and the gold QA dataset.
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Question Answer Generation

An Empirical Comparison of LM-based Question and Answer Generation Methods (2023, ACL)
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T5; arce (end2end) 6.555 14,550 ments, and generated question-answer pairs, using

end2end as a reference. The comparison is performed
for T5; arge With the data used for the main experi-
ments (§ 4.1). Generated QA are averaged across the
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Table 3: Average number of question-answer pairs gen-
erated for SQuADShifts QA evaluation by each model
over all the domains.
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% Cooperative Self-training of Machine Reading Comprehension
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Question Answer Generation

Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)
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-23- KOREA

UNIVERSITY



Question Answer Generation

Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)

s RGX Framework +Z=
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Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)

s RGX Framework +Z=
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Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)
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Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)

s RGX Framework +Z=
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Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)
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______________________________________________________

[RGX framework]
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Question Answer Generation

Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)

% RGX Framework Z1}
« ELECTRA: Natural Questiont SQUAD H|O|EH{AI© 2 AN st&5El QA B &
=

« QAGen2S: RGX2t Z0| X}7} st

S 50| QAS 3ot 2Y

Model BioASQ TextbookQA RACE RelExt. DuoRC DROP Avg

Domain Bio Book Exam Wikq Mouvie Wiki

ELECTRA 419 59.0 319 415 324 434 67.7 81.8 40.0 485 393 511 422 542
QAGen2S 432 64.1 399 517 337 455 71.6 844 438 532 242 371 427 56.0
RGX (Ours) 503 701 499 609 403 524 76.1 872 478 584 276 421 487 619

Source Domain: SQuUAD,iki (SQUAD+AQA+Wiki for SynQA), Method: Extraction
ELECTRA 587 73.1 430 536 383 525 79.0 884 531 642 483 60.8 534 0654
QAGen2S 568 71.7 48.0 56.5 434 549 734 848 533 64.6 422 545 528 645
SynQA 55.1 68.7 414 502 402 542 789 88.6 51.7 62.1 649 73.0 553 66.1

RGX (Ours) 60.3 748 51.2 61.2 449 587 79.2 88.6 574 662 47.6 609 568 68.4

[Out-of-domain AEH0j|A{2] Z1h
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Question Answer Generation
Cooperative Self-training of Machine Reading Comprehension (2022, NAACL)

< RGX Framework Z1}

« 2K RGXS S3l ddE QA H[o[H A

The National History Museum of Montevideo is located in the historical residence of General Fructuoso Rivera. It exhi-
bits artifacts related to the history of Uruguay. In a process begun in 1998, the National Museum of Natural History (1837)
and the National Museum of Anthropology (1981), merged in 2001, becoming the National Museum of Natural History
and Anthropology. In July 2009, the two institutions again became independent. The Historical Museum has annexed eight
historical houses in the city, five of which are located in the Ciudad Vieja. One of them, on the same block with the main
building, is the historic residence of Antonio Montero, which houses the Museo Romantico.

‘When was the national history museum of montevideo founded?

In the 1920s, John Maynard Keynes prompted a division between microeconomics and macroeconomics. Under Keynesian
economics macroeconomic trends can overwhelm economic choices made by individuals. Governments should promote
aggregate demand for goods as a means to encourage economic expansion. Following World War II, Milton Friedman
created the concept of monetarism. Monetarism focuses on using the supply and demand of money as a method for con-
trolling economic activity. In the 1970s, monetarism has adapted into supply-side economics which advocates reducing
taxes as a means to increase the amount of money available for economic expansion.

Monarism focuses on the relationship between the?

Starting in 2006, Apple’s industrial design shifted to favor aluminum, which was used in the construction of the first Mac-
Book Pro. Glass was added in 2008 with the introduction of the unibody MacBook Pro. These materials are billed as env-
ironmentally friendly. The iMac, MacBook Pro, MacBook Air, and Mac Mini lines currently all use aluminum enclosures,
and are now made of a single unibody. Chief designer Jonathan Ive continues to guide products towards a minimalist and
simple feel, including eliminating of replaceable batteries in notebooks. Multi-touch gestures from the iPhone’s interface
have been applied to the Mac line in the form of touch pads on notebooks and the Magic Mouse and Magic Trackpad for
desktops.

‘Who is the designer of the macbook pro?

The city’s total area is 468.9 square miles (1,214 km2). 164.1 sq mi (425 km?2) of this is water and 304.8 sq mi (789 km2) is
land. The highest point in the city is Todt Hill on Staten Island, which, at 409.8 feet (124.9 m) above sea level, is the
highest point on the Eastern Seaboard south of Maine. The summit of the ridge is mostly covered in woodlands as part

of the Staten Island Greenbelt.

‘Where is the highest point in new york city?
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Question Answer Generation

/

< LIQUID: A Framework for List Question Answering Dataset Generation
2023 AAAIO] 7| XH= list ©A12| QA Dataset= ZHS7| 9/t Pipeline QAG HHEZ X|QHot =&
LIQUID: A Framework for List Question Answering Dataset Generation

Seongyun Lee,”' Hyunjae Kim,"' Jaewoo Kang'~

'Korea University, 2AIGEN Sciences
{sy-lee, hyunjae-kim, kangj} @korea.ac.kr

Abstract

Question answering (QA) models often rely on large-scale
training datasets, which necessitates the development of a
data generation framework to reduce the cost of manual an-
notations. Although several recent studies have aimed to gen-
erate synthetic questions with single-span answers, no study
has been conducted on the creation of list questions with mul-
tiple, non-contiguous spans as answers. To address this gap,
we propose LIQUID, an automated framework for generat-
ing list QA datasets from unlabeled corpora. We first convert
a passage from Wikipedia or PubMed into a summary and
extract named entities from the summarized text as candidate
answers. This allows us to select answers that are semanti-
cally correlated in context and is, therefore, suitable for con-
structing list questions. We then create questions using an off-
the-shelf question generator with the extracted entities and
original passage. Finally, iterative filtering and answer expan-
sion are performed to ensure the accuracy and completeness
of the answers. Using our synthetic data, we significantly im-
prove the performance of the previous best list QA models
by exact-match F1 scores of 5.0 on MultiSpanQA, 1.9 on
Quoref, and 2.8 averaged across three BioASQ benchmarks.
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Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

% LIQUID Framework S
« PassageE O|235}0] list @Al Question Answer datasetS 244
« List Question Answer: 02 EfHE Q5= 2 &2

* Pipeline QAG &4

Passage: Katherine Saltzberg is an American actress, singer, and
comic. She is best known for starring as the showbiz-talented 16-
vear-old daughter of Brian Dennehy’s character in the ABC sitcom,
Star of the Family. In 2009, Saltzberg wrote and performed the one
woman show, Los Angelyne, ... , as she recounted how her life and
home were invaded by Los Angeles icon Angelyne, ...

. Summary: Katherine Saltzberg is an American actress, singer, and ) )
MU|t|p|e Answer'spans comic. She is best known for starring as the showbiz-talented 16- Slngle Question

year-old daughter of Brian Dennehy'’s character.

- Question Generation 1
Entities from passage + passage — Question A:

\’\' Katherine Saltzberg, Brian Dennehy, | |What are the names
Saltzberg, Angelyne of the actors?

I

Entities from summary + passage — Question B:

\ ‘Who are the two
HAS i i

N\

Katherine Saltzberg, Brian Dennehy | |actors that starred in
Star of the Family?

%2 BARES



Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

>

% LIQUID Framework +X=

« BN QI pipeline QAG &=

*  Answer extraction: CH=2| EfH ZH%
« Question generation: A& ‘44

« lterative filtering & Answer Expansion: 2§43 £l H|O|EH 2| &2 =0|7| 2ot &

2. Question Generation [~

Passage

Candidate
Answers

Summarization

h 4

| 1. Answer Extraction

In 1957, Rice University implemented a residential
college system. The system was inspired by existing
systems in place at Oxford and Cambridge in England
and at several other universities in the United States,
most notably Yale University. The existing residences
known as East, South, West, and Wiess Halls became
Baker, Will Rice, Hanszen, and Wiess Colleges.

<
Q: What other universities were A: Hanszen,
][ Passage ]T-b- influenced by the residential Oxford,
Q L college system at Rice? Cambridge )
—————————————————[0a
. I % —
3'_ Itel:atwe Q: What universities were the {A: Hanszen,
Filtering residential college system =~ *—— | Oxford,
| inspired by? QG _gfl_@l?ﬁiﬁl_gf .....
QA
. 2R ™
4. Ans“ter Q: What three universities were PA: Oxf_‘ord
Expansion the residential college system +——— ! Cambridge,
L inspired by? ‘Yale
[LIQUID framework]
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Question Answer Generation
LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

% LIQUID Framework T+
« 0Tl corpus?| passage (c)& summarizationot| summarized passage(©)E TH=
. List QAQ| B ZiK|=2 M= 20| JAO{0F 57| I E

» CNN/Daily Mail H[O|E{A1 @ = St&El BART, 5 & AFE

D
Summarization

1. Input text®| Z0|E £0] 2 &t

O;IKAOIQ
= T MO

mjo

=
=

>

H|IE

Summarization [ 1. Answer Extraction
4o Q9 =dEE2 &0 HIAEO| LO|=E
DataPower does not use Bash anywhere. In particular, 2. 28 Y= BESS 20 | =0|=2
DataPower in all editions and all platforms is NOT Z20E = A2
vulnerable to the Bash vulnerabilities. IBM,
Microsoft recommends that you review your entire
environment to identify vulnerable releases of Bash
and take appropriate mitigation and remediation
actions.
[LIQUID framework]

KOREA
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Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

< LIQUID Framework 7+

- UEPN QI §|O|E{0f| = spaCy NER tagger, biomedical H|O|E{0fl = BERN2 222 &&

D
Answer extraction

1 Ay,..., Ay SHLC| eOICH LW B = 2 OES 715

2. L 0|2] Mo|=! entity 38 %=(ex object, name....)

Summarization J 1. Answer Extraction

DataPower does not use Bash anywhere. In particular, 3. 4 = {ay, ..., apy}: IFHRY RUE|E| EiRtS 2|0
DataPower in all editions and all platforms is NOT
vulnerable to the Bash vulnerabilities. IBM,
Microsoft recommends that you review your entire
environment to identify vulnerable releases of Bash
and take appropriate mitigation and remediation
actions.

[LIQUID framework]
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Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

< LIQUID Framework 7+

- B8 =5 E0 Original Passage (S

|

. 7|

Ho
o

AE M| ?lof 2 2255

Zo| QG BUEL 1Ho| B THet17ho] 2NS Yoz WD BRg My

concatenated}tO] SHLIO| Bt S H HEfS OtE

+ SQUAD CflO|E{ M2 Bt El TSy, ZHS B8

2. Question Generation

Q : Which company recommends that A : DataPower,
--------- you review your environment to IBM,

> ([ Original
W passage ] | Passage
--------------- > +

QG | identify vulnerable releases of Bash? Bash

Candidate
Answers

Summarization J 1. Answer Extraction

DataPower does not use Bash anywhere. In particular,
DataPower in all editions and all platforms is NOT
vulnerable to the Bash vulnerabilities. IBM,
Microsoft recommends that you review your entire
environment to identify vulnerable releases of Bash
and take appropriate mitigation and remediation
actions.

[LIQUID framework]
5 KOREA
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Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

< LIQUID Framework 7+

o BIealo] CHH & = = o o =
- QAREES 8510 B 22 5 T FAHE0 HH

ot
M|
e

H HE
« QA RE S AMETEI0] ZF B S H0f| CHSH confidence score &7
« 24 threshold (r) &2 CF 2 confidence scoreS 771 B S E = X<

* SQUAD H|O|H M e 2 St&5E RoBERTay,s, RIS EE

2. Question Generation

> ([ Original Q : Which company recommends that A : DataPower,
W passage ] | Passage | ——>{ you review your environment to IBM,
_______________ > + QG | identify vulnerable releases of Bash? Bash

~

Candidat ~ o’
andidate | o ______

Answers : : QA

g é ! A

o ) . Q : Which company recommends that ! A : DataPower,

Summarization v 1. Answer Extraction Sl; I!tter_atlve you review your environment to T |BM’

ilterin identi "
DataPower does not use Bash anywhere. In particular, g \ldentlfy vulnerable releases of Bash? ~” _ _ _ _Bash

Confidence

DataPower in all editions and all platforms is NOT
vulnerable to the Bash vulnerabilities. IBM,
Microsoft recommends that you review your entire
environment to identify vulnerable releases of Bash
and take appropriate mitigation and remediation
actions.

[LIQUID framework]
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Question Answer Generation
LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

< LIQUID Framework #+=
- HHT Zo| HH S EHE0 MG E EE2 align IX| =2 = 7| I|Z0| EE= CHA dd
« Iteration filtering2 O|F EHH S HET TE 2! S W7} ZtALL 80| mi2j0|E T 0HE BHE & H
» Original passagei|A Bt 2 E 9| start@} end XM S &1 X%
v’ Summarized passageQfl A &2 EH S EE AFER7| =2

2. Question Generation

4 3\ ( \
> Original Q : Which company recommends that A : DataPower,
W passage ] | Passage | ——>{ you review your environment to IBM,
_______________ > + QG | identify vulnerable releases of Bash? Bash
e N\ \ )
Candidate S \ QA
Answers - : — _;_ <+ Confidence
o ) . Q : Which company recommends that ' A : DataPower, Ze—9 |
Summarization [ 1. Answer Extraction Sl; IItter_atlve yOU review your environment to (jG IBM. 03024 :
ilterin identi
DataPower does not use Bash anywhere. In particular, g \ldentlfy vulnerable releases of Bash? = _ _Bash[ _ 02977
DataPower in all editions and all platforms is NOT
vulnerable to the Bash vulnerabilities. IBM,
Microsoft recommends that you review your entire
environment to identify vulnerable releases of Bash
and take appropriate mitigation and remediation
actions.
[LIQUID framework]

= KOREA

-38 - UNIVERSITY




Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

< LIQUID Framework 7+

- HHE E EHH REE S Y R2 MR 22 M E A= HEH 22 AE
- 2T HH 2EES2 0|85 CiA| ot EE 2 T dd = 5tLiel QAdE 5
2. Question Generation
e ( \
> Original Q : Which company recommends that A : DataPower,
W passage ] | Passage —»| you review your environment to IBM,
_______________ > + QG | identify vulnerable releases of Bash? Bash
- \- J
Candidate | o _____
Answers : QA
4 I AR 2

Confidence

Summarization 1. Answer Extraction Sl; I!tter_atlve you review your environment to T |BM’
iltering identi "
DataPower does not use Bash anywhere. In particular, \ldentlfy vulnerable releases of Bash? " _ _ _Bash
DataPower in all editions and all platforms is NOT
vulnerable to the Bash vulnerabilities. IBM,
Microsoft recommends that you review your entire Q : Which company recommends that |~ ~ AT'_‘I;BM
environment to |de_nt|fy \{u_lnerable releases Qf I_3ash 4, Answer you to identify vulnerable releases I Bash,
and take appropriate rrll_tlgatlon and remediation Expansion | of Bash? Q'LG Microsoft
actions. ! <. mmm_—_—_—
[LIQUID framework]
-39 -
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Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

% LIQUID Framework Z1}
- QE|X|< Ho|gMnto z stEot D E I MM E| H|0|E S 2R60] sh&et B E ZutH| I

- HFEZol =27 210|A Y-J&l HIoIHE 28ol0] stget 22| §50| &

MultiSpanQA Quoref

Model Exact F1 (P/R) Partial F1 (P/R) Exact F1 (P/R) Partial F1 (P/R)
Baselines: labeled only (D)

BERT},... + Single-span* 14.4(16.2/13.0) 67.6 (60.3/76.8) - -
BERT,... + Tagger* 56.5(52.5/61.1)  75.2 (75.9/74.5) - -
BERT,.... + Tagger (multi-task)*  59.3 (58.1/60.5)  76.3 (79.6/73.2) - -
RoBERTas... + Single-span 10.5(14.4/83)  63.0 (60.0/66.3)  55.4 (65.2/48.0)  69.0 (76.7/62.6)
RoBERTay... + Tagger 62.9 (63.0/62.9)  78.0 (82.5/73.9) 81.2(73.8/90.1)  85.7 (80.1/92.2)
ROBERTa, ... + Tagger 66.4 (62.3/71.2)  82.6 (82.1/83.0) 84.2(76.1/94.2)  88.8 (82.6/96.0)

CorefRoBERTa 1.4 + Tagger

64.0 (56.5/73.8)

81.7 (77.7/86.0)

86.5 (81.3/92.4)

89.7 (86.1/93.7)

Our models: synthetic & labeled ( D —D)

RoBERTa... + Single-span
RoBERTay... + Tagger
RoBERTa; ... + Tagger
CorefRoBERTa 1.4 + Tagger

19.4 (19.7/19.0)
67.4 (65.7/69.2)
71.4 (75.0/68.2)
65.8 (64.0/67.8)

71.0 (62.9/81.4)
81.2 (80.9/81.5)
80.9 (85.3/77.0)
80.2 (79.8/80.5)

60.7 (63.8/57.9)
85.7 (82.3/89.3)
86.7 (85.8/87.6)
88.4 (84.8/92.2)

74.3 (77.4/71.3)
89.1 (86.5/91.8)
90.2 (89.4/91.1)
91.7 (89.1/94.4)

[&2h =2l Cf|ofE{4lof Cit &3 Zuh

40~ BARES



Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

% LIQUID Framework %

- 22[X[2 HO|HATe = 5t

21

= HO|HE

- HO[ E=HelofAM = 55| o d-d&l HoJHE AERE

2850 ets

o 2 k7t =HedoHA

529 2D

cag

H|

Model

BioASQ 7b

BioASQ 8b

BioASQ 9b

Exact F1 (P/R)

Partial F1 (P/R)

Exact F1 (P/R)

Partial F1 (P/R)

Exact F1 (P/R)

Partial F1 (P/R)

Baselines: labeled only (D)

BioBERT}... + Single-span
BioBERT}:.s. + Tagger
BioBERT, .. . + Tagger

42.1 (55.9/33.8)
46.1 (39.7/55.1)
49.5 (40.5/63.6)

60.2 (82.3/47.5)
70.5 (68.5/72.6)
74.6 (70.7/78.9)

34.4 (44.9/27.9)
41.8 (33.5/55.5)
45.0 (34.7/64.0)

53.5 (40.2/79.9)
67.6 (64.0/71.5)
72.2 (65.8/80.0)

56.1 (46.2/71.3)
66.7 (60.1/74.9)
68.2 (60.9/77.5)

73.8 (70.3/77.7)
80.6 (76.4/85.2)
81.4 (76.3/87.2)

Our models: synthetic & labeled ( D—D)

BioBERT}... + Single-span
BioBERT%:se + Tagger

51.8 (49.0/55.0)
49.0 (41.0/61.0)

70.2 (69.7/70.7)
73.1 (70.4/76.0)

44.2 (41.4/47.5)
44.2 (36.6/55.8)

65.2 (65.4/65.0)
69.4 (67.3/71.7)

64.0 (58.0/71.4)
71.5 (67.0/76.6)

76.6 (72.6/81.1)
83.2 (80.0/86.7)

BioBERT ... + Tagger 523 (44.5/63.5) 749 (71.9/78.1)  46.5(38.5/58.8) 72.3(68.9/76.1) 72.2(67.3/77.8) 83.4(80.4/86.7)
[HFO]2 =m[Q! H|O|E{ A0y Chot A% Zal
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Question Answer Generation

LIQUID: A Framework for List Question Answering Dataset Generation (2023, AAAI)

% LIQUID Framework Z1}
« AKX LQUIDE SdliA dd= QA HIO|EAl

« Bold= E'H 24HM|E 20|

Question Type Passage & Answer Spans Question

Simple Questions Ya Rab 1s a 2014 Bollywood movie directed by Hasnain ~ Who starred in Ya Rab?
Hyderabadwala starring Ajaz Khan, Arjumman Mughal,
Raju Kher, Vikram Singh (actor), Imran Hasnee . . .

Lexical Variation ... In June 2007, a Hackday event was hosted at Alexandra ~ What media companies
Palace by the BBC and Yahoo . .. hosted a Hackday event
in 20077
Inter-sentence ... SBOBET was the shirt sponsor of West Ham United. What teams did SBO-
Reasoning up until the end of 2012-2013 season. They were also the  BET sponsor?

shirt sponsor of Cardiff City for 2010-2011 season . . .

Number of Answers ... While working with her mother, Bundy’s uncle offered = What rwe French cook-
to pay for her to attend any cookery school in the world. ery schools did Bundy
She was accepted into and attended Le Cordon Bleu and  attend?
Le Notre in Paris, training at Fauchon Patissernie . . .

Entailment ... Around the same time, Zhao Yun also came to Ye Who were the people
(present-day Handan, Hebei), Yuan Shao’s headquarters, who came to Ye?
where he met Liu Bei again . . .
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Conclusion

LM-based Question Answer Generation

.0

% Question Answer Generation

« QAHOIHME BE= Z2= M2 s Bl 20X 2 SEot 5 Y
« AREAPLSHE QA HEK, TSRO W2t Lot Ao dd 7|EE HEL + US

L
—

. 2 NID|LIOj A= CHER QI QA HIO|EI A A4 7]

Pipeline QAG Multitask QAG End2end QAG
Paragraph ‘ Paragraph

[Sememe][Senteme][Smtence]

[Sentence][Senteme][Sentence]

'

'

'

] End2end QAG
Answer Extractor Model Multitask QAG
I | | | | I l
Answer Answer Answer Answer Answer Answer
v v v v v v (Question, Answer)
Question Generation Model [ Muttitask QAG ] (Question, Answer)
Ty v v v v v (Question, Answer)
Question Question  Question Question Question  Question (Question, Answer)
L
RT 2. Question Generation
Original Passage Masked Passage s A
g ELECTRA BART 5 Q : Which company recommends that A : DataPower.
... champion of the National ) W passage you review your environment to IBM,
Football League [NFL) -« champion of the [MASK] (NFL)... — | identify vulnerable releases of Bash? Bash
iy
p —___¥_ ) Confidence
[ T - { | @: Which colnpﬂny recommends that | A : DataPower. et
R Gemaration training SIgN3IS : Summarization 1. Answer Extraction -:_-ﬂ““_"“‘“ you review your environment to ? IBM, 0.3024 1
- i terin
Questions et | N DataPower does not use Bash anywhere. In particular, E | identify vulnesablereleases of Bash?
Difficult action training signals DataPower in all editions and all platforms is NOT
Questions Generated Answer ELECTRA Generated Question + Original Passage vilnerable to the Bash vulnerabilities. IBM, - - ~, Confidence
- < \ Microsoft recommends that you review your entire 1 hat T ALTEM|T 03024
Wron; { e 1 2 i i environment to identify vulnerable releases of Bash 4. Answer Q@ : Which company monuncudsrmt A:IBM, 0.3024
Quetions M | National Football League | | What does NFL stand for? </s>... champion | " ! oIl - you o idenify vulnerable releases +-ge—  Bash, 0.2977 |
\ H ) © ! of the National Football League (NFL) ... | and take appropriate mitigation and remediation Expansion | {rpaso L Microsoft 0.298 !
\ ; Extraction i acions. | L0/ b S0 b el
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